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Abstract

Robots are increasingly pervasive in manufacturing. However, most robotic grip-
pers are still simple parallel-jaw grippers with flat fingers, which for many objects
leads to sub-optimal manipulations. One way to solve this problem relies on having
engineers design a new gripper for every object, however, this is expensive and in-
efficient. We instead propose to automatically design them using machine learning.
First, we use evolutionary strategies in simulation to get a good initial gripper. We
pair this approach with an automatic curriculum method that increases the difficulty
of the manipulation task to ease the design process. Once the gripper is designed
in simulation we propose to fine-tune it via back-propagation on a Graph Neural
Network model trained on real data for many grippers and objects. By sharing
real-world data across grippers and objects we can be more data-efficient in the real
world. We show that our method improves the default flat gripper by significant
margins on multiple datasets of varied objects.

1 Introduction

Many robotic applications in the industry involve picking and placing objects at fast speeds and with
high reliability. However, in contrast to human hands, which can adjust to every object, most robots
only have parallel-jaw grippers with a single degree of actuation. This highlights the importance of
customizing the finger morphology to account for the properties of the manipulated object such as
size, shape, weight, and texture. However, currently, gripper design is mostly manual: when a factory
has to accommodate a new piece into the production pipeline, someone is tasked to design a custom
gripper (which is slow and expensive). Otherwise, the automated solution is likely to use a sub-optimal
default gripper, which hinders the efficiency and the flexibility of the manufacturing pipeline.

In this work, we propose to automate the design of new grippers by combining evolutionary search
in simulation with meta-learned adaptation from small amounts of real data. Given an object or a
collection of objects, we can design a gripper to increase the probability of correctly performing a
given primitive. We exemplify that when the task considered is robust picking.

In particular, our contributions are:

1. We use Evolutionary Strategies in simulation to optimize grippers in a wide variety of
scenarios. By using a simple model-free method, our approach can apply to many different

objects and primitives.
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2. We leverage curriculum learning techniques to design grippers for hard tasks on which the

original gripper fails or is far from solving the final task. By slowly increasing the difficulty
of the task, we can get enough signal to enable Evolutionary Strategies to make progress.

3. We achieve data-efficiency in the real world by fine-tuning grippers on gradients coming
from a meta-learned Graph Element Network. This approach allows us to leverage all the

data generated in simulation while remaining data-efficient in the real world.

2 Related work

There have been multiple works on shape optimization for contact in the robotics community, such as
optimizing the fence of a conveyor belt to reorient objects [1]] or end-effector shapes for 1 degree-of-
freedom actuators [2} 3]. In these works, authors assume that motions are quasi-static, and reduce
the problem to solving a differential equation. There have also been analytical approaches to gear
design [4], use optimization to solve trajectory planning through contact [S]], and designing trajectory
and shape in tandem for 1-D throwers [6]. In contrast to these theoretical works, our approach does
not rely on an explicit model of the world, allowing us to design grippers in more varied and complex
situations.

There have also been computer-based morphology designs back from the pioneering work of Karl
Sims [[7]], who efficiently evolved virtual creatures to swim, jump, run or compete from a cube.
Chenney et al. [8] later optimized soft robots made from different materials to move them in
simulated environments. More recently, [9] used reinforcement learning to co-optimize policy and
morphology in creatures moving in simulated environments. Pathak et al. also used graph neural
networks and reinforcement learning to train a collection of self-assembling robots [10] as well as a
policy that worked well across many morphologies [[11]. In contrast to these works, whose creatures
are relatively low resolution, we optimize finger meshes where both the design and the task are very
detail-sensitive. Moreover, we care about bringing the designs to the real world, which forces our
approach to be data-efficient.

Recently, machine learning has also been used for design in robotics. Liao et al. [12] use Batched
Bayesian Optimization to design micro-robots; however, the approach heavily restricts the number of
variables they can optimize, describing the morphology with only 3 variables. Closer to our work,
Wang et al. [13] designed a set of objects that are extremely hard to grasp for regular grippers. Their
approach relies on combining an analytical model with GANs [[14] to generate objects that are close
to a specific given object while being much harder to grasp. Their motivation is related to ours, but
can only tackle grasping and not arbitrary primitives. However, while they only focus on a single
object for a single gripper, our method also tackles the case where a gripper has to work with a
collection of objects and primitives.

Graph Neural Networks [15/ 16} [17] have been already applied to design problems, most notably in
molecule design [18}[19], with edges describing chemical bonds. Closer to our work, GNNs have
also been applied to designing the structure of buildings [20], with edges defined by beams and
columns. In contrast to both works, we optimize meshes and leverage a meta-learning approach to be
data-efficient in the real world (a problem that neither method addresses).

Finally, our goal is similar to the concurrent work from Ha et al. [21] that uses a generative network
that, given the mesh of the object to grasp, produces a gripper. In contrast, we use evolutionary
strategies, which is computationally slower, but can easily optimize a single gripper for multiple
objects. In [21]], they also use an evaluation network for the grasps, similar to our use of GENSs.
However, they only use it at training-time in simulation to propagate gradients back to the generative
network. We instead use it to fine-tune our gripper to the real-world dynamics.

3 Method

3.1 Evolutionary Strategies

We start with the default parallel-jaw gripper with planar fingers used in most mid-size robots. We
then collect multiple datasets of objects and resize them appropriately so that they have at least one
direction that fits within the gripper. This step allows us to have a diverse dataset of objects (including
even chairs) without having to worry about their original graspability. Next, we simulate grasps on
the pybullet engine [22]. For each grasp, we first place the object at a random orientation (conditioned
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Figure 1: Example of the design setup in simulation. We simulate different grippers grasping a

diverse set of object objects at multiple angles. We record whether each gripper manages to perform
the grasp and whether the object remains stable after the gripper moves up and shakes.

on fitting inside the gripper), move down the gripper vertically, close its fingers, move up enough to
lift the object completely from the floor, and shake the gripper; all in an open-loop sequence. For
each grasp, we can record at any point in time if the grasp is succeeding by checking whether the
gripper is opened or closed.

Given the simulated data, we run CMA-ES [23]] to optimize the grippers. First, we take a series of
points representing the original mesh and repeatedly add noise to the current mesh and obtain a new
mesh by taking a weighted mean of the randomized grippers, weighted according to their simulated
success metric. In our case, we compute success by adding whether the gripper managed to grasp the
object, and whether the grasp was stable under shaking. However, we note that our approach is not
limited to grasping, and can be applied to other manipulation primitives as long as their success can
be automatically assessed on the simulator.

3.2 Automated curriculum design

In machine learning, it has often been observed that, when learning a very complex task, it helps to
create a curriculum for the learner [24]]. Most relevant to our case, curriculum learning has been used
with domain randomization for learning to manipulate a Rubik’s cube [25]], by slowly increasing
the amount of randomization faced by the policy. In our case, we can apply the curriculum to our
design problem by taking into account that if a gripper is far from solving the primitive, there will
be no local improvement that can guide CMA-ES towards a better gripper.

Therefore, we propose to parametrize the manipulation primitive and create an automated curriculum
that goes from simple tasks to the desired one. For now, we assume there is a single parameter d that
describes the difficulty of the task and goes from 0 to D. We also assume that performance on the
task, for a fixed gripper, is monotonically decreasing with d. In our case d parametrizes the speed of
the gripper shake so that 0 implies no shaking and higher d implies higher shaking speed, making it
harder for the grasp to remain stable.

Typically, automatic curricula aim at increasing the difficulty of the task while maintaining a fixed
level of success. However, this does not align with our objective: we want to maximize success for a
given task difficulty, not difficulty given a fixed success. However, we do not know how often we
will solve a task at the desired difficulty, d, i.e. we do not know what is the probability of solving
a given task. This can prevent us from performing an effective curriculum because if we set the
target probability too low we will quickly reach the target task difficulty D but at an underwhelming
performance. Instead, if we set the task success probability too high, we might get stuck training at a
different difficulty d < D than the desired.

A simple, yet effective, approach to mitigate this issue is to start with a target success probability
of p = 0 and have a simple controller that regulates d to keep p constant. While the gripper gets
optimized, this controller will eventually lead to d = D. To keep improving after reaching d = D,
we increase the target success p, making the controller automatically decrease d to ensure that the
new target probability is satisfied. As a result, we keep arriving at the target difficulty D with an
increasing amount of success until, at some point, we cannot increase it further.

3.3 Graph Element Networks for data-efficient design

While simple, CMA-ES has the problem of being hopelessly data-inefficient. Before obtaining a
useful parameter update, it needs to try many gripper variations. However, in practice, we would
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Figure 2: Success metric, accounting for both grasping and shake stability. We evaluate the neutral
gripper, the ES gripper, and the curriculum learning gripper on multiple datasets. We can see that
ES and CL perform significantly better than the neutral gripper for all tasks. Curriculum learning
often leads to big gains, although on some occasions it performs slightly worse than not using it.
Adversarial objects were designed in [13].

like to 3-D print grippers and have them be effective in the real world. We thus need a data-efficient
approach both in terms of data collection and the number of different grippers created.

We leverage Graph Element Networks [26](GENSs), which take in any spatial function described with
a set of sampled points in the 3D space, and return another function (in our case, a single scalar).
GENs work by first creating a spatial mesh around the region of interest, and mapping the input
points to the mesh via attention. Once the input points are embedded in the mesh, we treat the mesh
as a regular graph neural network and perform message-passing propagation [27]. After message
passing, we can query any point in the space by again using attention mechanisms to turn it into a
few queries into the mesh. GENs have been used to model Partial Differential Equations and, more
relevant to our setting, predicting the result of a robot pushing a planar object.

Also relevant to our setting, we showed that we can fine-tune the meshes with few data and increase
the accuracy of the predictions made by the GENs, by focusing the mesh computation where it is
most needed. This affects the node positions without modifying the GEN weights, which are the bulk
of the parameters and the computation. This adaptation can be done because GENs are end-to-end
differentiable and thus we can train the position of the mesh nodes via back-propagation. Given
a grasp, the input spatial functions are the point-clouds of the gripper and object (appropriately
rotated). We then train the GEN to predict the result of the grasp (and its success after shaking).
In practice, we train the GEN using many (gripper, object) pairs, with grippers coming from those
found by CMA-ES. As a result, the GEN provides a differentiable approximation to our simulator.
This allows us to optimize the gripper mesh by maximizing the probability of success predicted by
the GEN w.r.t. the input gripper mesh.

For an unseen collection of objects and manipulation tasks in the real world, we would like to
use back-propagation through GENs since it is very data-efficient. However, back-propagating a
model w.r.t. its input typically leads to overly optimistic results, a phenomenon well observed in
model-based RL and similar to that of adversarial examples [28]. To avoid relying too much on the
back-propagation, we can perform most of the gripper optimization in simulation using CMA-ES.
Then, to bridge the reality gap between simulation and real-world, we fine-tune both the GEN and
the input-mesh on a small amount of real data. Note that the GEN itself can pool real data from
many different real grippers and objects. This allows us to design a better version of the grippers
efficiently, as GENs have learned a good model from prior tasks; analogous to the meta-learning

setting 29} 30, 311132].
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Figure 3: Comparison of designed grippers with default grippers. Designed grippers tend to have
rugosity and external protuberances on the bottom to help funnel and lift the objects. There are also
differences between grippers trained on different sets of objects, as they adapt to the characteristics
of each set.
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4 [Experiments

Our current experiments involve CMA-ES in simulation, as well as training GENs on the simulated
data coming from many different grippers and objects. We plan to 3D print and test these grippers in
the real world, once the coronavirus situation allows it.

Figure 2] shows how we can reliably improve the success of the neutral gripper across all datasets.
Notably, Xboxes perform very poorly and boxes perform very well; this is mainly due to boxes being
in a vertical configuration and Xboxes being flat on the floor. Figure [3|shows the grippers for both
boxes and Xboxes, and their difference w.r.t. to the original gripper.

Curriculum learning also helps in almost all circumstances, with a 200% gain on the fruits dataset.
For two of the datasets, the success decreases. We believe this happens because learnability and
success are related, but not identical. Sometimes it can be easier to learn a gripper in a hard, but
discriminative task, than an easier but less-discriminative one. We do observe, however, that the
decreases are very minor and curriculum design is useful overall.

We also successfully trained a Graph Element Network on data coming from CMA-ES, predicting
grasp success with 72% accuracy for new grippers and 90% for known grippers and new objects;
while training on 300 different bottles and more than 50 grippers simultaneously. These results make
us optimistic that we will be able to leverage the GENSs to fine-tune grippers in the real world.

5 Conclusion

We have shown a method for automatically designing new grippers combining ideas from evolutionary
strategies, curriculum learning, and graph neural networks. This allows us to generate promising
grippers in simulation and fine-tune them in the real world in a data-efficient manner. Our method
has direct applications in the industry, where robots are increasingly pervasive, but deploying them
still requires a lot of effort. By automating part of the design process, we can lower the cost of setting
a new robot chain, making manufactured products cheaper.
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